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Abstract

Centering was formulated as a model of the relationship éetvattentional
state, the form of referring expressions, and the coherehae utterancavithin
a discourse segmerih this paper, | argue that the restriction of centeringpe o
erating within a discourse segment should be abandonediar ¢o integrate
centering with a model of global discourse structure. Thehiwisegment re-
striction causes three problems. The first problem is thatece are often contin-
ued over discourse segment boundaries with pronominairirefeexpressions

whose form is identical to those that occur within a disceusegment. The



second problem is that recent work has shown that listerexrejwve segment
boundaries at various levels of granularity. If centeringd®ls human discourse
processing, it is implausible that each listener is usingfarént centering al-
gorithm. The third issue is that even for utterances withthiszourse segment,
there are strong contrasts between utterances whose atjgterance within
a segment is hierarchically recent and those whose adjatiemance within a
segment is linearly recent. This paper argues that thes#gms can be elimi-
nated by replacing Grosz and Sidner’s stack model of atiratistate with an
alternate model, the cache model. | show how the cache medssily inte-
grated with the centering algorithm, and provide evidemomfnaturally occur-

ring discourses that support the proposed integrated model

1 Introduction

Centering is formulated astheory that relates focus of attention, choice of refegraxpression, and
perceived coherence of utterances, within a discourse sej@Groszet al, 1994, p. 204. In this
paper, | argue that the restriction of centering to utteeanithin the same discourse segment poses
three problems for the theory that can be eliminated by atwaing this restriction, and integrating

centering with the cache model of attentional sfsttalker, 1996.

The first problem is that centers are often continued oveodisse segment boundaries with pronom-
inal referring expressions whose form is identical to ththe occur within a discourse segment.
For example, consider discourse A, a naturally occurrirsgalirse excerpt from thieear Stories

[Chafe, 1980; Passonneau, 1995



(A) (29) and h¢'s going to take a pear or two, and then.. go on his way
(30) um butthe little boy comes,
(31) and uh hedoesn’t want just a pear,
(32) he wants a whole basket.
(33) Soheg puts the bicycle down,

(34) and he...

In an experiment where naive subjects coded discoursesdonant structurfPassonneau, 1985

a majority of subjects placed a discourse segment boundsvyelen utterances (32) and (33). If
utterances (32) and (33) were subjected to a centeringsindtf.[Walkeret al, 1994, (33) realizes

a CONTINUE transition, indicating that utterance (33) is highly cadrgrin the context of utterance
(32). It seems implausible that a different process tharecey would be required to explain the
relationship between utterances (32) and (33), simply umrdhese utterances span a discourse

segment boundary.

The second problem is that listeners perceive segment lani@scht various levels of granularity
[Passonneau and Litman, 1993; Hearst, 1994; Flammia and129&, Hirschberg and Nakatani,
1994, and some segment boundaries are 'fufBassonneau and Litman, 1996or example in
discourse A above, 5 out of 7 subjects placed a segment boubdtwveen utterances 29 and 30,
while 4 out of 7 subjects placed a segment boundary betweerantes 32 and 3@Passonneau,
1994. If centering models discourse processing, it is implaesibat the subjects that place a seg-
ment boundary in these locatiodsn’t use centering to process the referring expressions in the
discourse, while the subjects who didn’t place a segmenhdharydo use centering for discourse

processing.

The third issue is that even for utterances within a dissegment, there are strong contrasts

between utterances whose adjacent utterance within a ségsnkierarchically recent and those



whose adjacent utterance within a segment is linearly te&nefly, an utterancé/; is linearly

recent for a subsequent utterari¢g.; if U/; occurred within the last few utterances. An utterance

U; is hierarchically recent for a subsequent utteratigg; if U;; can become adjacent tg as a

result of Grosz and Sidner’s stack mechan[€&nosz and Sidner, 1986; Walker, 19960r example

consider the contrast between discourses B and C belowgvhéer a constructed variation of B:

(B)

(©)

(4) C: Ok Harry, | have a problem that uh my - with today’®romy my daughter is
working,

(5) H: I missed your name.

(6) C: Hank.

(7) H: Go ahead Hank

(8a) C:as well as her uh husband

(8b) They have a child.

(8c) and they bring the child to us every day for babysitting.

(4) C: Ok Harry, | have a problem that uh my - with today’'®eomy my daughter is
working,

(5) H: I missed your name.

(6) C: Hank.

H: I'm sorry, | can’t hear you.

C: Hank.

H: IsthatH A N K?

C: Yes.

(7) H: Go ahead Hank.

1This dialogue is from a corpus of naturally occurring finateidvice dialoguefPol-
lack et al,, 1987 that were originally taped from a live radio broadcast amescribed by
Martha Pollack and Julia Hirschberg. | am grateful to Juliesehberg for providing me
with audio tapes of these dialogues.



(8a) C:as well as her uh husband
(8b) They have a child.

(8c) and they bring the child to us every day for babysitting.

In utterance 5 of dialogue B, the talk show host, H, intesupe caller C to ask for his name. In
utterance 8a, the caller C continues the problem staternahhé began with utterance 4 as though
utterance 4 had just been said, and so utterance 8a is phd sée discourse segment as utterance

4. The structure of Dialogue C is identical to that of B.

But if utterance 8a is in the same segment as utterance 4 mdialogue B and C, there is an
unexpected difference in the coherence of the utterance.aftaphoric referring expressioner
husbands clearly more difficult to interpret in C. Thus hierarchicacency, as operationalized by

the stack model, does not predict when previous centersaassible.

| will argue that it is possible to simultaneously addressthproblems and integrate centering with
a model of global discourse structure by replacing Grosz@idder’s stack model of global focus

with the cache model of attentional st@talker, 1994.% In the resulting integrated model:

1. Centers are elements of the cache and the cache modeltesdtii@a accessibility of centers.

2. Centers are carried over segment boundaries by default.

3. Processing difficulties are predicted for the interpietabf centers whose co-specifiers are
not linearly recent, as in the case of Dialogue C.

4. Granularity of discourse segmentation (discourse tiaar) has no effect on the model.

The structure of the paper is as follows. Section 2 presaetsache model and briefly describes how

the centering algorithriBrennanet al, 1987 is integrated with the cache mod&Valker, 199%.

2The cache model is an extension of the AWM mode[\valker, 1993; Jordan and
Walker, 1996.



Then, three types of evidence are used to support the proposgrated model. First, Section 3.1
discuss quantitative evidence showing that centers ageidrgly carried over segment boundaries.
Next, section 3.2 discuss a number of naturally occurrirgyrgxes that illustrate that the form in
which centers are realized across discourse segment boesdanot determined by boundary type.
Then, Section 3.3 presents evidence that the cache modélaratie 'focus pops’, a phenomena
that was believed to provide strong support for Grosz anth&id stack model. Finally, section 4

summarizes the discussion and outlines future work.

2 The Cache Model of Attentional State

A cache is an easily accessible temporary location usedtéoing information that is currently
being used by a computational proced[®tone, 198F. The fundamental idea of the cache model
is that the functioning of the cache when processing dismigranalogous to that of a cache when
executing a program on a computer. Just as discourses mayubtuged into goals and subgoals
which contribute to achieving the purpose of the discouasepmputer program is hierarchically
structured into routines and subroutines which contritbtateompleting the routine. Thus a cache
can be used to model attentional state when intentions ararbhically structured, just as a cache

can be used for processing the references and operatiortseraachically structured program.

In the cache model there are two types of memaeryiIN MEMORY represents long-term memory
and thecACHE represents working memofaddeley, 1986 Main memory is much larger than the
cache, but is slower to acceldsintzman, 1988; Gillund and Schiffrin, 1984The cache is a limited

capacity, almost instantaneously accessible, memonrg%t®he size of the cache is a working

3[Cornish, 1999suggests that the functionality of the cache as describedifisimilar
to Sanford and GarrodsxpPLICIT Focus[Sanford and Garrod, 1981; Garrod, 19%&nd
Kintsch and Van Dijk'ssHORT TERM MEMORY BUFFERKintsch and Dijk, 1978



assumption based on the findings of previous Wéiktsch, 1988; Miller, 1956; Alshawi, 1987

CACHE SIZE ASSUMPTION The cache is limited to 2 or 3 sentences, or approximately

7 propositions.

Given a particular cache size assumption, the definitioineflr recency, discussed briefly above,
can be made more precise, by setting the number of lineajhcadt utterances to be equal to the

cache size parameter.

An utterance Yis linearly recent for utterance;Wvhen it occurred within the past three

linearly adjacent utterances.

There are three operations involving the cache and main mettems in the cache can be preferen-
tially RETAINED and items in main memory can BETRIEVED to the cache. Items in the cache can
also besTOREDto main memory. When new items are retrieved from main mertmtiie cache, or

enter the cache directly due to events in the world, othenstenay be displaced to main memory,

because the cache has limited capacity.

The determination of which items to displace is handled lIpp@HE REPLACEMENT POLICY In
the cache model, the cache replacement policy is a worksunagtion, based on previous work on
the effects of distance on anaphoric proces$i@igrk and Sengul, 1979; Hobbs, 1976; Hankamer

and Sag, 197@nter alia:

CACHE REPLACEMENT POLICY ASSUMPTIONThe least recently accessed items in the
cache are displaced to main memory, with the exception cfalitems preferentially

retained.

The cache model includes specific assumptions about pingegiscourse processes execute on

elements that are in the cache. All of the premises for arrénfee must be simultaneously in the



cache for the inference to be mafldcKoon and Ratcliff, 1992; Goldman, 19B6f a discourse
relation is to be inferred between two separate segmengprasentation of both segments must be
simultaneously in the cacHMalt, 1984; Fletcheet al, 1990; Walker, 199B The cospecifier of an
anaphor must be in the cache for automatic interpretatidreastrategically retrieved to the cache
in order to interpret the anaphbFyler and Marslen-Wilson, 1982; Greeeeal, 1994. Thus what

is contained in the cache at any one time 8@RKING SETconsisting of discourse entities such as

entities, properties and relations that are currently ¢peised for some process.

The integration of centering with the cache model is siniilalker, 1998. Centers are a subset of
entities in the cache, and the contents of the cache changamantally as discourse is processed
utterance by utterance, so by default centers are carried foom one segment to another. The
centering forward looking centers list for an utterance muaset of the entities in the cache, and
centering rules and constraints apply as usual, with therord of the Cf list providing an additional

finer level of salience ordering for entities within the cach

The cache model maintains Grosz and Sidner’s distinctibmd®n intentional structure and atten-
tional state. This distinction is critical. However the saanodel does not posit that attentional state
is isomorphic to intentional structure. For example, wherewa intention is recognized that is sub-
ordinate to the current intention, new entities may be ekat the cache or be retrieved to the cache
from main memonyRatcliff and McKoon, 1988 however old entities currently in the cache will
remain until they are displaced. Thus centers from the presiintention are carried over by default
until they are displaced. When a new intention that is suibete to a prior intention is recognized,
entities related to the prior intention must be retrievethi cache, unless they were not displaced
by the intervening discourse. In other words, the cache incafgs attentional state in discourse
processing as gradient phenomenon, and predicts a looser coupling of intenticmattire and
attentional state. A change of intention affects what ishi ¢ache, but the contents of the cache

change incrementally, instead of changing instantangevith one stack operation as they do in the



stack model.

The cache model provides a natural explanation for thereéiffee in the coherence between dialogue
B and dialogue C. TheACHE SIzE ASSUMPTIONIN the cache model predicts that processing the
longer interruptionin C uses all of the cache capacity; tletisrning to the prior discussion requires
a retrieval from main memory. The success of this retriewgleshds on two requirements: (1) the
speaker must provide an adequate retrieval[dteKoon and Ratcliff, 1992; Ratcliff and McKoon,
1989; and (2) the required information must have been stored im m@emory. In the case of

dialogue C, either requirement (1) or (2) may not be satisfied

The differences between the two models are summarized below

¢ New intention subordinate to current intention:
— Stack: Push new focus space
— Cache: New entities retrieved to cache related to new ifttenold entities remain until
displaced
o Completion of intention agreed by conversants explicitljnaplicitly
— Stack: Pop focus space for intention from stack, entitieogu$ space are no longer
accessible
— Cache: Don't retain entities for completed intention, eyt remain accessible by virtue
of being in the cache until they are displaced
¢ New intentions subordinate to prior intention
— Stack: Pop focus spaces for intervening segments, focus $paprior intention acces-
sible after pop
— Cache: Entities related to prior intention must be retriefrem main memory to cache,
unless retained in the cache

¢ Returning from interruption



— Stack: Length and depth of interruption and the process®qgired is irrelevant
— Cache: Length of interruption or the processing requireetjmts retrievals from main
memory
¢ Centering
— Stack: No clear relationship between the focus stack méstmaand centeringGrosz
and Sidner, 1998
— Cache: Centers are a subset of the elements in the cache ratedrog provides a finer

level of salience ordering for entities in the cache.

3 Evidence for the proposed integrated model

Centering was formulated as a process that operates on teramnte U and U, ,, within a dis-
course segment Dwvhich attempts to explain the relationship between thenfof referring ex-
pressions and underlying discourse proce$deshi and Kuhn, 1979; Joshi and Weinstein, 1981;
Groszet al,, 1986; Brennaret al, 1987; Groszt al, 1995; Walkeret al, 1999. The hypothesis
considered here is that the within-segment constraintlshzeiabandoned. Furthermore, in the pro-
posed integrated model, the cache contents, rather themuwige segment structure, determines the

accessibility of centers.

To support the proposed integrated model, this sectiorepteghree types of evidence. Section 3.1
discuss quantitative evidence showing that centers ageidrgly carried over segment boundaries.
Section 3.2 discuss a number of naturally occurring exashlat illustrate that the form in which
centers are realized across discourse segment boundaniesdetermined by boundary type. Sec-
tion 3.3 presents evidence that the cache model can hamdles'fpops’, which were believed to

provide strong support for Grosz and Sidner’s stack model.
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3.1 Distribution of Centering Transitions in Segment kiititterances

Continue| Retain| Smooth-Shift] No Cb

Segment initiahowsentences 2 % 20 % 39% 39 %
Other Sentences 43 % 9 % 27% 21%

Figure 1: Distribution of Centering Transitions in 98 discge-segment initiaNow sentences as
compared with a control group of Other sentences from (Hiize998)

One way to see whether discourse segment structures hanezbealffect on centering data structures
is by examining differences in the centering transitionrsss discourse segment boundaries, which
indicates whether centers are carried over utterance fratspan discourse segment boundaries.
The cache model predicts that centers are carried over sedroandaries by default because they
are elements of the cache, but that the recognition of a nemtilon may have an effect on centering
because it may result in a retrieval of new information to¢hehe. It also predicts that the degree
to which centers are carried over or retained depends irentwhether they continue to be used
in the new segment (because the cache replacement policyaplace the least recently accessed
(used) discourse entities). This means that discourseesggtion should have a gradient effect on

centering.

Figure 1 shows centering transitions in 98 segment initteérances, where discourse segment
boundaries were identified by the use of the cue wuwd/ [Hirschberg and Litman, 1987 Now
indicates a new segment that is a further development ofia,tapd indicates @ushin the stack
model[Grosz and Sidner, 1986; Reichman, 1985; Hirschberg andarifrh993. This means that
discourse segments that are initiated with utterances eddnl the cue wordhoware either sister

segments or subordinated segments.

1See[Walkeret al, 1999 for the definition of the centering transitions ©ONTINUE,
RETAIN, SMOOTH-SHIFT, ROUGH-SHIFT andNo CB. In the data here, no rough-shift tran-
sitions were found.
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The figure shows that centering transitions distributesdéhtly for this type of segment initial utter-
ance than they do for utterances in general. A similar digtronal difference in centering transitions
is reported i Passonneau, 19PT he No Cb cases in Figure 4 indicate that there are some rew se
ments where centers amet carried over, but note that even within a discourse segreenters may
not be carried over from one utterance to the next. In addifio about two thirds of the segment
initial utterances, centeewe carried over discourse segment boundaries, so that thargridient

effect of discourse segment boundaries on centering.

These distributional facts demonstrate the need for a mafdgllobal focus that is integrated with
centering, and provides support for the proposed cache Insou® centers are clearly carried over

segment boundaries, and since there is a gradient effeegofentation on centering transitions.

3.2 Discourse Configurations and Centering Data Structures

This section presents data showing that discourse segrmantuse does not determine the acces-
sibility of centers. It is well known that accessibility ofsdourse entities is reflected by linguistic
form [Gundelet al, 1993; Prince, 1981; Prince, 1992; Brennan, 198&rthermore, psychological
studies of centering have shown that a processing penadtysisciated with realizing the Cb by a
full noun phrasdHudson-D’Zmura and Tanenhaus, 1998hus below the realization of the Cb
(linguistic form) is used as an indicator of whether disggusegmentation has a direct effect on

accessibility.

In order to show that discourse segment structure doestetrdene accessibility, we must examine
the linguistic form of centers across all potential dissgusegment structure configurations. This
means we must define all potential discourse structure amatigns. Figure 2 illustrates different

discourse structures in Grosz and Sidner’s theory and showssegments consist of groupings of

utterances which can be embedded within one another. Thes®mudse structure configurations vary

12



SEGMENT A SEGMENT C
Al C1
A2 SEGMENT D
— D1
SBElGMENT B .
D3
B2
B3 SEGMENT E
A3 E1
A4 E2

Figure 2: Two abstract hierarchical discourse structuris.first has two discourse segments A and
B where B is embedded within A, and the second has three s¢gr@eiD, E where D and E are
sister segments contributing to the purpose of segment i€rdsices are represented as Al, A2 etc.

in terms of whether two utterances can be considered to baryrecent or hierarchically recent.

In Figure 2, utterance Al is both linearly and hierarchigattcent for A2. Since the utterances
before and after segment B are both part of segment A, utterAf is hierarchically recent when
A3 is interpreted, although it is not linearly recent. Uttece B3 is linearly recent when A3 is
interpreted, but not hierarchically recent. Similarly B3riot hierarchically recent for A4. In the
second discourse, C1 is hierarchically recent for both Dd l&h, but only linearly recent for D1.

Utterance D3 is linearly recent for E1, but not hierarcHice¢cent.

Linear recency approximates what is in the cache becausenéthing has been recently discussed,
it was recently in the cache, and thus is is more likely tdIsélin the cache than other items. Linear
recency ignores the effects of preferentially retainiregris in the cache, and retrieving items from
main memory to the cache. However linear recency is morabigias a coding category since it

only relies on what is indicated in surface structures indiseourse.

Given these terms, Figure 3 enumerates all the relevanbulise structure configurations. The
columns of Figure 3 are the types of discourse segment boiesdaat two utterances,J; and
U,, can span in terms of intentional structure and linear andalghical recency. The rows enu-

merate differences in linguistic form that are known to oale center accessibility, i.e. whether the
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Center Sister Subordinate, Focus Pop | Focus Pop
realization| intention intention | Hierarchical, Linear,
overU,_;, U, | Over D3,E1| Over C1,D1| Over A2,A3 | Over B3,A3
over Cl, E1
Cb= PRONOUN Type 1 Type 3 Type 5 Type 7
Cb= FULL NP Type 2 Type 4 Type 6 Type 8

Figure 3: Centering and Discourse Segmentation Possasiliti

Cb(U,_1) isrealized in |, as a pronoun or as a Full NP. The combination of these two dilnea

defines eight discourse situations.

Types 1 and 2 are utterance pairs that are linearly recenhdiubhierarchically recent because a
related sister segment, e.g. segment D, has already be@egaff the stack. Types 3 and 4 are
utterance pairs that are both linearly and hierarchicadlyent. Types 5 and 6 are utterance pairs
where U,_1 is hierarchically recent but not linearly recent. Types @ 8rare utterance pairs where
U, _; is linearly recent but not hierarchically recent, becausemrrelated interrupting segment has

been popped off the stack.

To test the hypothesis that segment structure does notndetiaccessibility, we must examine
naturally occurring text or dialogue excerpts that exefgpdiach configuration. The remaining
sections each discuss two of the discourse types from FRjusing excerpts from the Harry Gross
corpus[Pollacket al, 1982; Walker, 1998 the SwitchBoard Corpus from the LDC, Phil Cohen’s
corpus of telephone-based dialogues between an expertraagpgentice who must put together
a plastic water pumpCohen, 198K and excerpts from the Pear Stories Corpus fi@@ssonneau
and Litman, 1993; Passonneau and Litman, 19@@nters are indicated by italics and discourse

segment structures are marked by horizontal lines in threstrépts of the discourse.

>See[Walker, 1998 for a specification of criteria used to identify relevant exsdes.
5There may be additional segment structure beyond what isatet.
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3.2.1 Type 1 and 2: Sister intention

Seg U;

6 28 And you think “Wow,
this little boy’s probably going to come and see the pears,
29a and hgs going to take a pear or two,

29b and then go ohis; way.”

7 30 um buthe little boy comes, CONTINUE)
31 anduh hegdoesn’t want just a peat,
32 he wants a whole basket.

8 33  Sohe puts the bicycle downQONTINUE)
34 and he.. you wonder how hés going to take it with this.

Figure 4: Excerpt from (Passonneau and Litman, 1994) itisiy Type 1 and Type 2. Each line
indicates an empirically verified discourse segment.

A sister intention discourse configuration is shown in FegRifor segments D and E; E is a sister to
D. The Pear Stories narrative in Figure 4 frgRassonneau and Litman, 1996ustrates two sister
intention discourse segments, with the segment boundaidgked between utterances 29 and 30,

and between utterances 32 and’33.

Consider the segment boundary spanned by utterance 29ktarmhge 30. In segment 7, utterance
30, the full noun phrasthe little boyrealizes the Cb of utterance $Passonneau, 19p5The dis-
course entity fotthe little boyis also the Cb of utterance 29b and the Cp of utterance 30,es0 th
centering transition is @ONTINUE. Thus, this is an example of Type 2 in Figure 3: the Ch(Y) is

realized as a full NP across a segment boundary for two sistenents.

Now, consider the relation between utterance 32 and utter&3 spanning the second segment
boundary. Utterance 33 is also segment initial, and theodise entity forthe little boyis the Cb,

but in this case this entity is cospecified by the referringressiorhe Here, as in utterance 30, the

"Boundaries are those marked by a significant number of nabgsts in Passonneau
and Litman’s experiments.
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discourse entity fothe little boyis the Cb of the previous utterance, utterance 32, and thd @go
current utterance, utterance 33, defining@\TINUE transition. Thus, this is an example of Type 1

in Figure 3: the Cb of 32 is realized as a pronoun across a sedmendary.

Clearly, both Type 1 and Type @n occur and the Cb of an utterance can be continued by means
of a pronoun in the initial utterance of a sister segment.aBse a pronoun can be used in this
configuration, there is little motivation for introducing additional mechanism besides centering to
explain the accessibility of the center over sister segrbenndaries. The use of the pronoun here
can be explained quite naturally by assuming that centengegates over sister segment utterances,

represented abstractly in Figure 5 by D3 and E1.

3.2.2 Type 3 and 4: New subordinated intention

Seg U; Speaker

N (32 H: If you'd like a copy of that little article
just send me a note.
| only have one copy.
I'd be glad to sendt to you.

N+1 (33) C: Where didt appear? CONTINUE)
(34) H: it- | - to tell you the truth
(35) C: It wasn't in the newsp—
(36) H: | don’t remember where,

what publication it was.
It was not a generally public thing like a newspapet...

Figure 5: Excerpt from the Financial Advice Corpus illusiing Type 3. The discourse segmentation
is based on assumptions about the structure of clarificaflotman, 1983.

A new subordinated intention defines a new discourse segembedded within the immediately
preceding segment, as segment D is embedded within segmiarfiQure 2. Figure 5 consists of
an excerpt from the financial advice dialogue corp@sllacket al, 1984, showing one segment

boundary. This segment boundary is based on the assumptba tlarifying question initiates a

16



new discourse segmefititman, 1985. Utterance 33 is a segment initial utterance that referbdo t
Cb of utterance 32 with the referring expressiofi Since this is the only center on the Cf, it is
also the Cb, resulting in @ONTINUE centering transition. Thus, Figure 5 is an example of Type 3:
utterance 33 shows that a Cb can be continued with a pronsossaa segment boundary where the

second segment is embedded within the first.

Seg U; Speaker

o

N 1 Expert: Now take the blue cap with the two prongs sticking
2 Expert: and fit the little piece of pink plastic @n OKk?
3 Apprentice: Ok.

N+1 4 Expert: Insert the rubber ring intbat blue cap (RETAIN)

Figure 6: Excerpt from Pump Dialogue Corpus (Cohen, 1984¥tithting Type 4. The discourse
segmentation is based on the task structure (Grosz, 19if13991).

Figure 6 is an excerpt from Cohen'’s corpus of task-relatatbdues about the construction of a toy
water pump Cohen, 198% with one segment boundary indicated. Here, the segmemdaoy is
based on the assumption that a new subtask initiates a snatad segmeniGrosz, 1977.° This

is an example of Type 4 because the Cb of utterance 3 is chigioeloy a deictic NPthat blue cap

in utterance 4. In this case, the previous Cb is not prediidx the Cb of the following utterance
since the centering transition isRETAIN, and this may be one factor involved in the choice of a

deictic NP for the referring expression.

Clearly both Type 3 and Typeehn occur. These types realize utterance pairs that are bahrln
and hierarchically recent, and show that the Cb of the initilerance of a subordinated segment

can be expressed with either a full NP or a pronoun. Thuspiaigsible that centering operates over

8Modulo the assumption that the article and a copy of thelartice being treated as
coreferential.

9In this part of the dialogue, the goal is to put the blue capitsubcomponents onto
the main pump body. The rubber ring is a subcomponent of the ¢dp. Thus putting the
rubber ring into the blue cap is a subgoal of adding the blpgcahe main pump body.
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segment boundaries for subordinated segments, reprdsainséractly by the relation between C1

and D1 in Figure 2.

3.2.3 Type 5 and 6: Focus Pop with Hierarchical Recency

Seg U;
14 1 a-nd his bicycle hits a rock.
2 Becauséie’s looking at the girl.
3 ZERO-PRONOUNfralls over,
15 4  uh there’s no conversation in this movie.
5 There's sounds,
6 you know,
7  like the birds and stuff,
8 butthere.. the humans beings in it don't say anyth
16 9 He falls over,
10 and then these three other little kids about his
same age come walking by.

Figure 7: An excerpt from the Pear Corpus illustrating Typ&8&gment boundaries from human
judgements taken from Passonneau and Litman, 1994

Focus Pops are discussed in more detail in Section 3.3. Herareventerested in determining

whether the relevant structures for centering are detexchioy hierarchical recency or by linear

recency of adjacent utterances. Thus, when a focus pop ©toere are two logical choices for

selecting U _; for the purposes of centering, one choice defined by linezerey and the other

defined by hierarchical recency. Types 5 and 6 select;Uby hierarchical recency. In Figure 2, the

relevant examples of hierarchically recent utterancesddfby focus pops let A2 be, U, for A3

and let C1 be |)_; for E1.

Figure 7 is from the Pear Stories corpus, with discourse sagimeundaries marked by human

judgedPassonneau and Litman, 1996his is a naturally occurring exemplar of the first discetirs

Figure 2; segment 15is an interruption and segment 16 isténc@tion of segment 14. This analysis
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is also supported by: (1) the obvious change in content asichlieselectiorfMorris and Hirst, 1991,
Hearst, 199% and (2) the fact that utterance 9 iSIIFORMATIONALLY REDUNDANT UTTERANCE,
IRU, which re-realizes the content of utterance 3, and rethices its content in the current context
[Walker, 1993; Walker, 1996 Thus, using hierarchical recency to determing. Jfor the purposes
of centering, U is utterance 9 at the beginning of segment 16 andUs utterance 3 at the end
of segment 14. Then, Figure 7 is an example of Type 5 becausmaym is used in utterance 9 to

realize the Cb of utterance 3, despite the intervening sagfrte

Figure 8 is an excerpt from the Switchboard corpus in whighttpic of the discussion wd&amily

Life. The discourse segment boundaries shown here were iddndifi¢he basis of the claim that
the cue worcanywaymarks a focus stack pop to an earlier segniBolanyi and Scha, 1984; Grosz
and Sidner, 1986; Reichman, 198Btterance 5 in segment 3 starts with the cue wamgiwayand
returns to the discussion of which sports the speaker'ssbktmn likes, after a brief digression about
the speaker’s little girl. Figure 8 is an example of Type 6&aee this focus pop realizes the Cb of
utterance 3 with a full NAny oldest sorNote that no other male entity has been introduced into the
conversation, so on the basis of informational adequaayealihe pronouhewould have sufficed

[Passonneau, 19P6

Seg U, Speaker

1 1 A:  What are some of the things that you do with them?
2 B: Well, my oldest son is eleven,
3 andheis really into sports.

2 4 And my little girl just started sports.

3 5 Anyway,my oldest sophe plays baseball right now,
6 and he’s a pitcher on his team,
7 and he’s doing really well.

Figure 8: An excerpt from the Switchboard corpus illustigtifype 6. The topic of discussion was
Family Life., Segment boundaries based on the cue \&oyavay
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Types 5 and 6 are utterance pairs where Uis hierarchically recent, but not linearly recent. The

existence of Types 5 and 6 shows that the Cb of an utterancprioradiscourse segment (A2) can

be referred to by either a pronoun or a full NP in the initigkuance of a return (A3). Since both

Type 5 and Type @€an occur, it would seem that popping alone does not make stroedjgiions

about the realization of the Cb.

3.2.4 Type 7 and 8: Focus Pop with Linear Recency

Seg U, Speaker
1 1 A:  Well, what do you know about Latin American policies?
2 B: Well, | think they’re kind of ambivalent, really.......
(23 intervening utterances about US support etc)
25a A:  Yep, that's about the lump sum of it.
2 25b Well, um, | was speaking with a, a woman from,
| believe she was from the Honduras or Guatemala,
or somewhere in there,
25c No, she was from El Salvador —
26 B: Yeah.
27a A: —and, uh, she was from a relatively wealthy family,
27b and when, uh, the Contras came into power, of course wlith
3 27¢c oh, gosh darn, what'’s his face,
he’s in, in Florida jail now, Marcos —
28 B: Yeah, yeah.
29 A: —uh, no, he’s, Marcos is Philippines,
30 B: Yeah, um, well, 'm blank [laughter] on it.
31 A:  Well, you know who I’'m talking about.
32 B: | can sedisface (()) forget his name [laughter].
33a A: Yeah, |, | know it, uh,
4 33b Anyway, whetihe came into power,
he basically just took everybody’s property, you know,
just assigned it to himself.
34 B: Yeah, kind of nationalized it —

Figure 9: An excerpt from the Switchboard corpus illustigtifype 7. The topic of discussion was
Latin America. Segment boundaries are identified based ®cub wordanyway INFORMATION-
ALLY REDUNDANT UTTERANCES, and tense changes from simple past to present.
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In section 3.2.3, we examined focus pops whege {Jfor the purposes of centering was defined by
hierarchical recency. In Types 7 and 8, utterange Ufor the purpose of centering is defined by
linear recency, where \J ; belongs to a segment that is popped off the stack before,tbedime
that, U, is processed. The linearly recent utterance is analogoletting B3 be U),_; for A3 in

Figure 2.

The segment structures for both Figures 9 and 10, illusigdfypes 7 and 8, are defined on the basis
that the cue woréinywaymarks a pop to a previous discourse segment, as positEddighman,
1985; Grosz and Sidner, 1986 hus in Figure 9, utterance 33b begins a new segment andayin Fi
ure 10, utterance 7 begins a new segment. However, in ordexamine the effect of hierarchical
recency, the beginning of the intervening segment that letpopped must be identified. In Figure
9, utterance 27a in segment 2 is assumed to be hierarchiealiyt for utterance 33b in segment 4
based on the IRWwhen X came into powén utterance 33tpWalker, 1993. In Figure 10, the tense
change from past to past imperfect between utterances 38lamglused to identify a discourse

segment boundarfyVebber, 1988 so that segment 3 is hierarchically adjacent to segment 1.

Figure 9 shows a conversation from the SwitchBoard corpwghiich two subjects are discussing
the topicLatin America as seen in A's conversational opener in utterance 1. Thaeegboundary
of interest is that between utterance 33a and 33b. Segmémn3 utterances 27c¢ to 33a, is about
trying to remember the name of the leader of the Contras, stathkshes centers for both the Contra
leader and for the discourse entity representing his narstablishing his name is a minimal part
of the story that speaker A is trying to tell. Segment 4 cammthe Cb of the Contra leader, and
continues the story begun in utterance 27a, as shown by thplpase ofVhen the contras came
into power with (the Contra leaderTlearly segment 4 continues the intention initiated ietahce
27b. Thus the focus space stack for segment 3 should be p&ppethe stack by the use of the cue
word anyway However, the use of the pronotieto refer to the Contra leader in 33b would not be

supported by the focus space for segment 2 that would be doplef the stack after the pop, since
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segment 3 actually established this discourse entity aatarce

Figure 10 is also an excerpt from the Switchboard corpusibdase, the topic of the discussion was
home decoratingin utterance 7, speaker A marks a focus pop with the cue aoydvay But what
intention is segment 3 related to? | identified utterances3te last utterance of the hierarchically
adjacent segment because the past imperfect tense is usidrance 3b when the simple past was
used for utterance JaVebber, 1988aIn addition, it is plausible that on semantic grounds segme
2 provides background for segmentiobbs, 1985 and thus that the intention of segment 2 must
be realized before that of segment®3Then, this is an example of Type 8 because the pltizae
colorin utterance 7 refers to the Cb of utterance 5 from segmenh2nuhe focus space for segment

2 should be popped off the stack.

Seg U, Speaker

1 1 A:  Well, I was just looking around my house
and thinking about the painting that I've done.
2 B: Uh-huh.
3a A: And the last time that, um, we tackled it, | did the kitche
2 3b And | had gone through a period of depression at one time

and painted everything a dark, it was called a sassafras,
it was kind of an orangish brown.

4 B: Okay.
5 A: It was not real pretty.
6 B: Yeah.
3 7 A:  Anyway, so the kitchen was one of the rooms that got hit
with that color.
8 B: Uh-huh, | see.
9 A: [Laughter] So | tried to cover it with white....

Figure 10: An excerpt from the Switchboard Corpus illustrgfType 8. The discussion topic was
home decorating. Segment boundaries identified by the ugkeotue wordanywayand tense
changes.

Types 7 and 8 are utterance pairs wheyfe Uis linearly recent but not hierarchically recent, because

10Thus it may satisfaction-precede it in the terminology®fosz and Sidner, 1986
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the interrupting segment has been popped off the stack.Xisterce of Types 7 and 8 illustrate that
the Cb of an utterance in a 'popped’ segment (B3) can be exfdr by either a pronoun or a full
NP in the initial utterance of a new 'pushed’ segment (A3)c8iboth Type 7 and Typedanoccur,
there seems to be no basis for assuming that the centeriagsttattures are directly affected by
popping to a prior focus space on the stack. The occurrentepaf 7 is strong support for the cache
model since there is clearly a change of intention betwewrarices 33a and 33b, but centers as
part of attentional state are carried over and realized wittnominal forms that clearly indicate

their accessibility.

3.3 Modeling Focus Pops with The Cache Model

Sometimes in a discourse, the conversants return to thasdim of a prior topic or continue an
intention suspended in prior discourse. These returns haea callelRETURN POPSOr FOCUS
POPS in reference to the stack mechanism which pops intervelioicigs spacefPolanyi and Scha,
1984; Reichman, 1985; Grosz and Sidner, J98¢éhat characterizesocus POPSs the occurrence
of a pronoun in an utterance, where the antecedent for thoprois in the focus space representing
the prior discourse, that is hierarchically recent. Thuis iiommonly believed that this provides

strong motivation for the role of hierarchical recency, aéinds for Grosz and Sidner’s stack model.

In the stack model, any of the focus spaces on the stack cagtiraed to, and the antecedent for
a pronoun can be in any of these focus spaces. As a poternigatative to the stack model, the
cache model appears to be unable to handle focus pops simegiays state of the cache can'’t be
popped to. Since focus pops are a primary motivation for theksmodel, | re-examine all of the
naturally-occurring focus pops that | was able to find in therdture[Grosz, 1977; Sidner, 1979;

Reichman, 1985; Fox, 1987; Passonneau and Litman,]199here are 21 of them. | argue that

1Fox provides some quantitative data on focus pops with arldowt pronouns, that
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focus pops areued retrieval from main memory, that the cues reflect the context of the pop,
that the cues are used to reinstantiate the relevant cacttents, and thus, that focus pops are not

problematic for the cache model.

As an example of a focus pop, consider dialogU@&ssonneau and Litman, 19@@jure 9):

(E) 21.1 Three boys came out,
21.2 helped himpick himself up,
21.3 pick up hisbike,
21.4 pick up the pears,
21.5 one of them had a toy,
21.6 which was like a clapper.
22.1 And | don’t know what you call it except a paddle with allsalspended on a string.
23.1 So you could hear hipplaying with that.

24.1 And then herode off.

In dialogue E, the sequence from 21.5 to 23.1 is an embeddpdese. According to the cache
model, the cache is not automatically reset to contain tfeegnmation from the interrupted segment
after the final utterance of an embedded segment. Thus efitheinformation must be retained
because there is an expectation that it will be returned t@t some point after utterance 23.1,
perhaps as a result of processing 24.1, the hearer mugiwethie necessary information from main

memory to the cache in order to reinstantiate it in the cachikirterpret the pronounin 24.1.

In the cache model, there are at least three possibilitidsife the context is created so that pronouns
in Focus PopPgan be interpreted: (1) The pronoun alone functions as @vatrcuel Greeneet al,

1993; or (2) The content of the first utterance in a return indisatat information to retrieve from

show that focus pops with pronouns in written texts are aitfunonexistenfFox, 1981.
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mainmemory to the cache, which implies that the interpi@tatf the pronoun is delayed; (3) The
shared knowledge of the conversants creates expectatiahddtermines what is in the cache, e.g.

shared knowledge of the task structure. | leave this lasgtipibiy aside for now.

Let us consider the first possibility. The view that pronommsst be able to function as retrieval cues
is contrary to the classic view that pronouns indicate m#ithat are currently salient, i.e. in the
hearer’s consciousnebShafe, 1976; Gundeit al, 1993; Prince, 1991 However, there are certain
cases where a pronoun alone is a good retrieval cue, suchesamity one referent of a particular
gender has been discussed in the conversation. ¥éthPETING ANTECEDENTdefined as one that
matches the gender and number of the prori@iarx, 1981, Figure 2 shows the distribution of the
21 focus pops found in the literature according to whethenpeting antecedents for the pronoun

are elements of the discourse model.

Competing Referen No Competing Referent
11 10

Figure 11: Number of Pops with Potentially Ambiguous Pronouns

While it would be premature to draw final conclusions fromtsacsmall sample size, the numbers
suggest that in about half the cases we could expect the pndodunction as an adequate retrieval

cue based on gender and number cues alone.

However, since representations (reference markers) faiecgin the centering algorithm include
selectional restrictions from the verb’s subcategoraaframe, we might reasonably definem-
PETING ANTECEDENTtO reflect the fact that the center’s representation incusddectional restric-
tions[Di Eugenio, 1990; Levin, 1993; Cornish, 1999; Di Eugenic@89? Furthermore, we expect

that these selectional restrictions are used as retriens. c

Of the eleven tokens with competing referents in Figure &, tiokens have no competing referent

121n fact in languages with zero pronouns like Japanese, @liirtftormation is contained
in the verb subcategorization frartiéda, 1992; Walkeet al, 1994.
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if selectional restrictions are also applied. For examipi¢he dialogues about equipment assembly
from [Deutsch, 1974 only some entities can be bolted, loosened, or made to Waorkhermore, if

a selectional constraint can arise from the dialogue, tmén4pronouns of the 21 focus pops have
competing referents. For example, the vede in dialogue E eliminates other antecedents because
only one of the male discourse entities under discussioremashas been riding, a bikBassonneau
and Litman, 199F'3 Thus in 17 cases, an adequate retrieval cue is constructeddiocessing the

pronoun and the matrix veflidi Eugenio, 1990

The second hypothesis is that the content of the returnawiterindicates what information to re-
trieve from main memory to the cache. The occurrenceN6DRMATIONALLY REDUNDANT UT-
TERANCES(IRUS) is one way of doing thisNalker, 1993; Walker, 1996For example, in dialogue
F [Passonneau and Litman, 1996tterances 4 to 8 constitute a separate segment, andnateda
which is the beginning of a focus pop, is also an IRU, reatjzime same propositional content as

utterance 3.

(P (1) a-nd his bicycle hits a rock.
(2) Becausde’s looking at the girl.
(3) ZERO-PRONOUNfalls over,
(4) uh there’s no conversation in this movie.
(5) There’s sounds,
(6) you know,
(7) like the birds and stulff,
(8) but there.. the humans beings in it don’t say anything.
(9) He; falls over,

(10) and then these three other little kids about his sameage walking by.

13Fox proposes that lexical repetition is used as a signal efevto pop tdFox, 1981,
pps. 31,54.
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IRUs at the locus of a return can: (1) reinstantiate requinddrmation in the cache so that no
retrieval is necessary; (2) function as excellent retfievees for information from main memory.
Figure 12 shows the distribution of IRUs in the 21 focus papsfl in the literature. The fact that
IRUs occur in 6 cases shows that IRUs are often used to redfeatelevant context. IRUs in com-
bination with selectional restrictions leave only 2 casepronouns in focus pops with competing

antecedents.

with IRU | without IRU
6 15

Figure 12: Number of Pops with Pronouns with and without IRUs

In the remaining 2 cases, the competing antecedent is natasidever prominent in the discourse,
i.e. itwas never the discourse cenfiéla, 1999. This lack of prominence suggests that it may never

compete with the other cospecifier.

Thus, while more evidence is needed, it is plausible thattithe model can handle focus pops, by
positing that a focus pop is@ued retrieval from main memory and that focus pops never occur
without an adequate retrieval cue for reinstantiating gepiired entities, properties and relations in

the cache.

4 Discussion

Centering is formulated as theory that relates focus of attention, choice of refegrexpression,
and perceived coherence of utterances, within a discolegmen{Groszet al, 1993, p. 204. In
this paper | argue that the within-segment restriction ategng must be abandoned in order to in-
tegrate centering with a model of global discourse strgctlihave discussed several problems that
this restriction causes. The first problem is that centezétien continued over discourse segment

boundaries with pronominal referring expressions whosefis identical to those that occur within
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a discourse segment. The second problem is that recent waer&town that listeners perceive seg-
ment boundaries at various levels of granularity and thginemt boundaries are often fuzzy. If
centering models discourse processing, it seems implaubidt each listener’s centering algorithm
differs according to whether they perceived a segment baynor not, especially as there is ev-
idence that centering is a fairly automatic procBdsidson-D’Zmura and Tanenhaus, 1998he
third issue is that even for utterances within a discourgengat, there are strong contrasts between
utterances that are adjacent within a segment because réhéyesarchically recent and utterances

that are adjacent within a segment and also linearly recent.

This paper argues that an integrated model of centering kntlgfocus can be defined that elimi-
nates these problems by replacing Grosz and Sidner’s stadklrof attentional state, with an alter-
nate model, the cache mod®Valker, 1996; Walker, 1993In the cache model, centering applies to
discourse entities in the cache, and the contents of theeazanh be affected by the recognition of
intention. However centers are carried over segment baiegsday default, and are only displaced
from the cache when they are not being accessed. When a sigregquires the use of all the
cache, a return requires a retrieval from main memory tosteimtiate relevant discourse entities in
the cache. Since this retrieval has some processing chetsathe model predicts a role for linear
recency which is not predicted by the stack model. The pregposodel integrates centering with

discourse structure defined by relations between speatattians.

To provide support for the proposed integrated model, | pi®three types of evidence. First, | ex-
amine the distribution of centering transitions in 98 segnieitial utterances. | show that that cen-
tering transitions distribute differently in segment ialutterances, and in particular thadNTINUE
transitions are less frequent. However it is clear thatersrdare carried over segment boundaries, as

the cache model would predict.

Second, section 3.2 examines every type of discourse steucbnfiguration in order to explore the
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relationship between centering and hierarchical intergigtructure. The data suggests that inten-
tional structure does not define a rule that directly predidtether a discourse entity will be realized
as a full NP or as a pronoun across a segment boundary. Figh@@ that even segments that have

been popped from the stack can provide a center across aidiscgegment boundary.

Third, 1 show that 'focus pops’ can be handled by the cacheahlogl positing that they correspond
to cued retrieval from main memory. | show how features ofutterance in which the focus pop

occurs provide information that functions as an adequatieval cue from main memory.

These findings provide support for the cache model. Sincteceare in the cache, they are carried
over segment boundaries by default. In contrast, in th&stalel, the focus space where the center
was established has been popped off the stack. The cachd predizts a statistical correlation
between intentional structure and changes in intentidag swhich would arise because a change
of intention can trigger a retrieval of information to thecha, as in the case of ‘focus pops’. But in
order for hearers to retrieve the correct information todaehe, either automatically or strategically,
the utterance must provide an adequate retrieval[Racliff and McKoon, 1988; McKoon and

Ratcliff, 1994.

The cache model is also consistent with results of other wamki with psychological models of
human working memonyKintsch and Dijk, 1978; Sanford and Garrod, 1981; Baddel®86;
Cornish, 1998 For example Davis and Hirschberg proposed that rules foth@gizing directions
in text-to-speech must treat popped entities as accessidlde-accent thefDavis and Hirschberg,
1989. Huang proposed that rules for the form of referring exgoessin argumentative texts must
treat the conclusions of popped sisters as salignang, 1994 Walker argued that the cache model
explains the occurrence afiFORMATIONALLY REDUNDANT UTTERANCES, IRUs, such as utter-
ance 9 in Figure 7, as a way of providing an adequate retrezxafor reinstantiating relevant infor-

mation in the cach@\alker, 1996.
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However a number of open issues remain. First, while pre/imork has shown that a processing
penalty is associated with the use of a full NP to continuectireent Cb[Hudson-D’Zmura, 1988;
Hudson-D'Zmura and Tanenhaus, 1998 full NP is used to continue the Cb in the examples of

Types 2 and 6 (Figures 2 and 5)Why does this occur?

One possibility is that the use of the Full NP is one of a nunatbpotentially redundant cues that the
speaker has available for signalling intentional strugtao that the choice of a Full NP or a pronoun

is not determined solely by the current attentional stitex, 1987; Yeh, 1995; Passonneau, 1996

A second possibility is the Full NP is used to signal the rhietd relation of contrastFox, 1987;
Mann and Thompson, 1987; Hobbs, 188bhis would explain the use of a Full NP for both Type
2 (Figure 4) and Type 6 (Figure 8), and unify these two casés etiservations bjFox, 198 and
by [Di Eugenio, 1998 In Figure 4, a contrastive relation between utterancemna®4 is indicated
by but These segments contrast with one another by presentiergpatée possible worlds of what
might have happened with whdid happen. In Figure 4, the NRy oldest sors an example of Left-
Dislocation[Prince, 198} i.e the discourse entity realized mgy oldest sofs realized in an initial
phrase, and then again by the prontwarin subject position. One function of Left-Dislocation is to
mark an entity as already evoked in the discourse or in argadiet relation to something evoked,
and contrast is inferred from the marking of a salient seitieh[Prince, 1985 Note that if contrast
is determining the use of the full NP, we expect overspecllBd to occur just as frequently within

discourse segments as in segment initial utterances.

Finally, future work should investigate what constitutassaequate retrieval cue for focus pops and
how a speaker’s choices about the forms of referring exjmaessnteracts with other retrieval cues,
such as propositional information. In order to do this, ituldbbe useful to have a large corpus of

data tagged for intentional or rhetorical structure.

141n the other cases a full NP is used iRATAIN transition.
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A larger tagged corpus would also allow us to go beyond thaéysere, which simply showed that
intentional structures do not appear to define a rule thardehes the accessibility of centers. More
data on thérequency with which various forms of referring expressions are cmasedifferent sit-
uations would be usefulWalker and Whittaker, 199Gshowed that in mixed-initiative dialogues,
pronominal forms were more likely to cross discourse sedrbhenndaries when one speaker inter-
rupted the other than when transitions between segmentswegiotiated between the conversants.
[Passonneau, 19P8iscusses the frequency with which Full NPs are used to eealiities cur-
rently salient in the discoursfBrennan, 199Bshows that speakers are about twice as likely to use
a full NP rather than a pronoun if an utterance intervenes/éen the pronoun and its antecedent
in the discourse, and that pronouns and full NPs are equéBylin the same situation when there
is no intervening utterance. More data of this type would beful in defining algorithms for the
generation of referring expressions, and for determinitdjtégonal factors involved in the referring

expression choice.

In conclusion, this paper presents a model that integrat@®ing with hierarchical discourse struc-
tures defined by speaker intention. The important featufeéhenintegrated model are that it: (1)

explains the differences in felicity between Dialogues B &n (2) predicts that centers are carried
over discourse segment boundaries by default; (3) predigidient effect of discourse segment
structure on centering as we see in Figure 1; (4) predictgtaaularity of intention-based segmen-
tation has no effect on centering; (5) predicts an increaggaocessing load for pronouns in focus

pops; and (6) is consistent with psychological models of fmisentence and discourse processing.
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